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Deployment Guide

This paper highlights an approximately 764 (191 seats per one Hyper-V) knowledge based
desktop VDI architecture or approximately 1316 non-persistent knowledge-type (329 users per
one Hyper-V) hosted applications accesses using Citrix Virtual Apps and Desktops (formerly
XenApp and XenDesktop) utilizing Citrix Machine Creation Services (MCS).

The presented desktop VDI solution along with non-persistent applications with OCI Bare Metal

retains the end-user productivity with customized desktops while providing high performance,
scalability, and minimized desktop administration overheads in a cost-effective way.

1.Deployment Topology (Multiple Hyper-Vs use case)

Q

Citrix Virtual Apps and Desktops service and Citrix cloud services

Citrix cloud services deliver an integrated, secure digital workspace by unifying multiple
Citrix services in a single cloud platform which simplifies and accelerates the deployment
of services for the end-users. The Citrix cloud platform provides underlying services for
operations, service administration, resource management, upgrades, user experience and
system monitoring with smart analytics. The portfolio of Citrix cloud services includes,
among others: Citrix Workspace, Citrix Virtual Apps and Desktops, Content Collaboration,
Citrix Gateway, and Citrix Analytics. In this testing environment, the Citrix Apps and
Desktops service has been tested and validated.

b. Testing environment

Citrix Cloud

Oracle Cloud (0CI)

Hyper-V Group

192.168.113.0/24 192.168.114.0/24

OCIVCN
SCVMM r

10.17.241.76

10.17.241.110 10.17.241.210

10.17.241.100

192.168.111.0/24 192.168.112.0/24
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2.Components

The compute instances on OCl are available in two main groups: virtual machines (VMs) and bare
metal machines (BMs). Both groups have a DenselO option for high performance local NVMe SSD
storage. In this testing architecture, both Standard and Dense 10 bare metal instance were

tested.
a. Compute Shapes used (Bare Metal and Virtual Machine Instances)
Memory
Shape Processor OCPU (GB) Storage
. 51.2 TB of local NVMe SSD
BM.Densel02.52 2.0 GHz Platinum 8167M 52 768 Up to 512 TB Block volume
VM.Standard1.2 2.3 GHZ E5-2699 14 Up to 512 TB Block volume
VM.Standard1.4 2.3 GHZ E5-2699 4 28 Up to 512 TB Block volume
VM.Standard1.16 2.3 GHZ E5-2699 16 250 Up to 512 TB Block volume
b. Instances (on OCI VCN)
Host Shape Function Operating Systems
DCX7-01 BM.Densel02.52 Hyper-V Host Window Server 2016 Data
Center Edition
DCX7-02 BM.Densel02.52 Hyper-V Host Window Server 2016 Data
Center Edition
DCX7-03 BM.Densel02.52 Hyper-V Host Window Server 2016 Data
Center Edition
DCX7-04 BM.Densel02.52 Hyper-V Host Window Server 2016 Data
Center Edition
AD VM.Standard1.4 Active Directory, DNS | Window Server 2012 R2
SCVMM VM.Stnadard1.16 Microsoft SCVMM for | Window Server 2016 Standard
Hyper-V management | Edition
CcC1 VM.Standard1.2 Citrix Cloud Connector | Window Server 2012 R2
cc2 VM.Standard1.2 Citrix Cloud Connector | Window Server 2012 R2
C. Software
Software Vendor Function
Windows Server 2016 Data Center Edition | Microsoft Hyper-V Host
Windows Server 2016 Standard Edition Microsoft SCVMM
Windows 10 build 1709 Microsoft VDA
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System Center 2016 Virtual Machine Microsoft Hyper-V management
Manager (SCVMM)

Active Directory, DNS Microsoft

Citrix Cloud XenApp and XenDesktop Citrix XenApp and XenDesktop
Service orchestration in cloud service
Citrix Cloud Connector Citrix

c. Network

VCN Network Region
Application network 10.17.241.0/24 US-ASHBURN-AD-1

3. Test Methodology

All validation testing was conducted in the Oracle Cloud Infrastructure in Ashburn, Virginia region with collaborated support from
Oracle and Citrix. While XenApp and XenDesktop support both seamless application delivery as well as hosted shared desktops,
validation and testing focused on application delivery workload with XenApp and virtual desktop (VDI) workload in XenDesktop.

Performance metrics were evaluated during the entire workload lifecycle—XenApp and XenDesktop virtual machine boot-up, user
logon and virtual desktop acquisition (ramp-up,) user workload execution (steady state), and user logoff. Test metrics were
analyzed from the hypervisor, virtual desktop, storage, and load generation software to assess the overall success of an individual
test cycle. Each test cycle was not considered passing unless all of the planned test users completed the ramp-up and steady state
phases and unless all metrics were within permissible thresholds.

3.1 Login VSI 4.1.32

Within the test environment, load generators were used to put demand on the system, simulating multiple users accessing the
XenApp and XenDesktop service environment and executing a typical end-user workflow. To generate load, Login VSI 4.1.32 was
used to generate the end user connection to the Citrix Cloud XenApp and XenDesktop service environment, provide unique user
credentials to the StoreFront via Gateway, initiate the workload, and evaluate the end-user experience.

Login VSI measures in-session response time, providing an objective way to validate the expected user experience, even during
periods of peak resource demand such as a login storm. Login VSI calculates an index (known as Login VSImax) based on the
number of simultaneous sessions that can be run on a single machine before performance degrades beyond an acceptable level.
Additional information is available at http://www.loginvsi.com.
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Parameter Setting

Users for total four OCI BM nodes (Hyper-V)
Host desktops 764 for total OCI BM nodes (191 per OCI BM node)
Host applications 1316 for total OCI BM nodes (329 per OCI BM node)

MCS Catalogs deployed

Host desktops 2x MCS-deployed catalog (1x Delivery group) w/ 382
Windows 10 VMs

Hosted applications 2x MCS-deployed catalog (1x Delivery group) w/ 8x
Windows Server 2016 VMs

MCS Catalog configuration
Host desktops Random, user data not saved

Host applications Random, user data not saved

3.2 Results
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Figure 1. XenDesktop and Hyper-V on OCI bare metal instance — Login VSI VSImax overview
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VSImax v4
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VSInax knowledgeworker_publishedapps -
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Figure 2. XenApp and Hyper-V on OCl bare metal instance — Login VSI VSImax overview

VSImax represents the maximum number of users the environment can handle before serious degradation of the end user
experience occurs. It requires the systems under test to be stressed past the point of normal operating parameters. VSImax is
calculated based on the response times of individual users as recorded during the workload execution. If VSImax is reached, that
indicates the point at which the user experience has significantly degraded. The response time is generally an indicator of the host
CPU resources, but this specific method of analyzing the user experience provides an objective method of comparison that can be
aligned to host CPU performance.

In this testing, VSImax shows 191 (shown in figure 1) in XenDesktop desktop session with knowledge workers which is defined by
Login VSI workload and 329 (in figure 2) in XenApp published application sessions with knowledge workers respectively. Please
refer to following for Login VSI workload types. https://www.loginvsi.com/documentation/index.php?title=Login_VSI_Workloads

3.3 Conclusion

This reference architecture provides a simple, low-cost, fault tolerant Oracle OCl-managed infrastructure for deploying a 764 (191
sessions*4 Hyper-Vs) to 1316 (329 sessions*4 Hyper-Vs) seats configuration for virtual desktops or hosted streamed applications.
The combination of Citrix Cloud XenApp and XenDesktop service and the Oracle OCI platform makes it easy to provision XenApp
streamed applications and XenDesktop Hosted Shared Desktops.

Desktop virtualization provides significant advantages: it empowers user mobility, centralizes and protects corporate data and
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intellectual property, and simplifies management while reducing IT costs. Citrix Cloud XenApp and XenDesktop service delivers a
high-definition user access experience for mission-critical Windows applications, data, and desktops centralized in the datacenter
or installed on a local PC. XenApp built on HDX technologies enables high-definition real-time video and interactive collaboration
even when accessed from hundreds of miles away, making it easy for remote and branch workers to have the same experience
and resources as employees at headquarters.

4. Assumptions and known limitations

Oracle-provided Hyper-V internal routing needs to be configured on each Hyper-V to create a segregated (private) network.

3 Virtual Switch Manager for DCX7-02 - X
Ik Virtual Switches %, Virtual Switch Properties
% New virtual network switch
2 5, Internal Name:
Microsoft KM-TEST Loopback Adapter |mm
# L, External i
Oradle Dual Port 25Gb Ethernet Ad,., | Notes:
R Global Network
U MAC Address Range
00-15-50F1-4F-00 to 00-15-5D-F..
Connection type
What do you want to connect this virtual switch to?
(® External network:

Miosoft K4 TEST Loopback Adspter Z
[4] Allow management operating system to share this network adapter

O Internal network
O Private network

VLAN ID
[] Enable virtual LAN identification for ing system

Remove

o SR-IOV can only be configured when the virtual switch is created. An external
virtual switch with SR-IOV enabled cannot be converted to an internal or private
switch.

o1 e | [

a. Oracle-provide Hyper-V network configuration to switch Hyper-V external switch to internal type by adding a loopback
adapter needs to be configured on each Hyper-V.

& Network Connections - o X
4 & > Control Panel > Network and Internet > Network Connections > v O Search Network Connections 0
Organize v Disable this network device ~ Diagnose this i Rename this View status of this connection B M @
O Name Status Device Name Connectivity Network Category
¥ Ethemet xaoci.local Oracle Dual Port 25Gb Ethemet ...  Intemet access Domain network
U Ethemet2 Enabled Oracle Dual Port 25Gb Ethernet ...
AU Ethemet3 Enabled Microsoft KM-TEST Loopback A...
§ vEthernet (External) xaocilocal Hyper-V Virtual Ethernet Adapter  No Internet access Domain network
U vEthemet (Intemal) Unidentified network Hyper-V Virtual Ethemet Adapte... No network access Public network

a. Each Hyper-V carries own private network (i.e., 192.168.11[1-4].0/24) along with internal DNS and DHCP (windows server), NAT
and Router Hyper-V VMs
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Virtual Machines

Name State B CPU Usage Assigned Memory Uptime Status
B hvnato4 Running 0% 4136 MB 2.15:32:02

B hvrouter04 Running % 700 MB 2.15:32:03

e  Multiple Citrix Cloud network resources under Host connection required
e  Multiple Citrix Cloud Machine Catalogs for each Host connection required
e  Multiple Citrix Cloud Golden Images (one per a Host network resource) required
b. Machines to be created on each isolated Hyper-V network resource based on its own Golden Images
5. Configurations

c. Active Directory and DNS

Set up an active directory domain and DNS server.

Active Directory Promote Active Directory Domain (SJAD_DOMAIN)
DNS Set DNS server (3DNS_IP)

d. Windows Server 2016 Data Center and Hyper-V on Oracle Cloud Infrastructure

ORACLE CLOUD INFRASTRUCTURE (REGION)
Aatabiity bomain 1 o2 Fai |
H 0.1.0/24 z}

Windows DataCenter £d
Hyper-V

BM.Standard2.52

Destination CIDR Route Target Destination CIOR - Route Target

oooo

0CID {10.0.2.30) 0D (10.0.1.30)

Set up windows server 2016 data center edition and enable Hyper-V role. Due to OCI network configuration, Hyper-V NAT and route
(External and Internal Hyper-V virtual switches) are needed to configured according to Oracle OCI guideline. In addition, due to
incompatibility with Microsoft SCVMM, a loopback adapter for Hyper-V host internal virtual switch needs to be configured so
SCVMM can detect the loopback adapter as an additional external network interface.

Set DNS server # netsh interface ip set dns “Ethernet” static $DNS_IP
Join AD Domain | # rename-computer SNAME
# restart-computer
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# add-computer —domainname $AD_DOMAIN
# restart-computer

Enable Hyper-V
role, setup
Hyper-V virtual
switch and
network
configuration

Please refer to Oracle Windows Server 2016 and Hyper-V virtual switch
configuration guide. (in Appendix1)

e. System Center 2016 Virtual Machine Manager (SCVMM) on OCI VCN

CITRIX

Set up a windows server 2016 standard edition to install Microsoft System Center 2016 Virtual Machine Manager (SCVMM).

OCI VM instance
creation

16-core (recommended), 16 GB RAM (recommended), 200 GB storage
(recommended):

VM.Standard?2.16 or
VM.DenselO02.16

Set DNS server

# netsh interface ip set dns “Ethernet” static $DNS_IP

Join AD Domain

# rename-computer SNAME

# restart-computer

# add-computer —domainname $AD_DOMAIN
# restart-computer

SCVMM ) adksetup 12/17/2017 3:24PM  Application 1,403 KB
installation — i3 sqlCmdLnUtils 12/17/2017 5:5 2,364 KB
Prep 15-' sqincli 12/17/201 4 KB
(requirements) % SQLServer2016-SSEI-Eval 12/17/2017 5:54 KB
SCVMM Name - Date modified Type Shce

inSta”atlon jﬂj SC2016_SCVMM 9/15/2016 8:45 AM Application 1,052,579 KB

"
B Microsoft

System Center 2016

Virtual Machine Manager

= Install

Optional Installations
@ Local Agent
Installs agent on local machine.

© 2016 Microsoft Corparation. Al rights reserved Close.

Citrix.com
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f.  Citrix Cloud Connectors on OCI VCN

E Connect to Server

System Center 2016

Virtual Machine Manager

Server name: | localhost:8100
Example: vmmserver.contoso.com:2100

~) Use current Microsoft Windows session identity

%) Specify credentials

User name: |xaoci\administrator
Example: contoso\domainuser

Password:

[ Automatically connect with these settings

SCVMM - add
Hyper-V host

G

+ |8 @ B B A e

o Qe

=

v

Install two window server 2012R2 or windows server 2016 and install Citrix Cloud Connectors.

Citrix.com
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VM under OCI
VCN

Greats Instance

¥ the image, Virtual Cloud Netwark, or Subnet s n  different Compartment than the.
Instance, click here to enable Compartment selection for those resources.

Instance

el

AALABILTY DOMAN

1152:US-ASHBURN-AD-1

BooTVOLIME

10 CRACLE-PROVIDED DS MAGE  CUSTOM INAGE 00T VOLUME
IMAGE CPERATING SYSTEM

‘Windows Server 2012 R2 Standard

P TYPE
O VIRTUAL MACHIE  BARE METAL MACHINE

s

VM.Standard1.4 (4 OCPUs, 288 RAM]

MAGE vERSION

2018.02.01-0 (latest)

Creats Instance

1fthe image. Vinual Cloixi Network, or Subinet s in & Gfferent Compartment thn the
Instarce, cick hare 10 entie Gompartment selecton for thoss resources.
Instance
v
ccz
meniABRITY oA
floz:US-ASHBURN-AD-1

BooT vouLmE
O ORACLEPRONDED OSIMAGE  CUSTOMIMAGE ~ BOOTWVOLUME  IMAGE OCID

MAGE GPERATING SYSTEM

‘Windows Server 2012 R2 Standard

BHAPE TYPE
O VIRTUAL MACHNE  BARE METAL MACHINE

Snare

VM. Standard1.4 (4 OCPUS, 2868 RAM)

mAGE vERSON

2018.02.01-0 (latest)

Join AD domain

# rename-computer SNAME

# restart-computer

# add-computer —domainname $AD_DOMAIN

# restart-computer

Name . Date modified Type ze
nsta yp
console 5 sc2016_5CVMM 9/15 245AM  Application
=
Install SCVMM I Microsof
console only System Center 2016
(cont.)
Virtual Machine Manager
= Install o
® Restart may be required Release Notes
@ Before you begin Installation Guide
VMM Privacy Statement Browse the CD
System Center Online
Optional Installations
@ Local Agent
Installs agent on local machine.
© 2016 Micosoft Corporation. Allights reserved Close
Install SCVMM [=] Microsoft System Center 2012 R2 Virtual Machine Manager Setup Wizard =l

console (cont.)

Getting started

Select features to install

[J VMM management server
Installs the Virtual Machine Manager service, which

Report 2 problem

database, library servers, and virtual machine hosts.

ds and controls L with the VMM

This feature requires a SQL Server database and Windows Assessment and Deployment Kit (ADK) for Windows 8.1. ( View

all installation requirements )

[J VMM console

Installs a program that allows you to connect to a VMM management server to centrally view and manage resources, such
as hosts, virtual machines, private clouds, and services. ( View al installation requirements )

Citrix.com
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Citrix Cloud -
initial
configuration @ Is complexity disrupting your
cloud strategy?
cloud.com
90% of companles now use public cloud services.
a
Citrix Cloud —
Resource « Resource Locations
Location + ResourceLocation | CRefresh Al
] se omcn
Citrix Cloud
« Resource Locations
+ Resource Location C Refresh All
oci2
+

Citrix.com
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Cloud Connector
@ Hyper- VM

Sign into Citrix Cloud to continue

Sign In

Cloud Connector
—Join a customer
and resource Citrix ~
location

Choose a Customer

Choose a Resource Location

oci2 '
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2> Citrix Cloud Connector

Installing...

Microsoft Visual C++ 2015 Redistributable

2 Citrix Cloud Connectivity Test

=

Testing Service Connectivity

Citrix.com 15
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Add Cloud
Connector to « Cloud Connectors
Resource

. =+ Connector C Refresh All
Location

cc0la.xaonocilocal

g. XenApp and XenDesktop — create a Master (Golden) Image on SCVMM

Create a master image of workloads (i.e., windows 10 clients or windows server 2016) to install Citrix VDA. Due to Personal vDisk
deprecated for windows 10 (1709 or higher), please uncheck Citrix AppDisk/Personal vDisk during VDA installation.

Processor: Intel(R) Xeon(R) Platinum 8167M CPU @ 2.00GHz 2.00 GHz
Installed memory (RAM):  4.00 GB

System type: 64-bit Operating System, x64-based processor

Pen and Touch: No Pen or Touch Input is available for this Display

SCVMM to be a

master golden

image
Add to AD # rename-computer SNAME
Domain # restart-computer
# add-computer —domainname $AD_DOMAIN
# restart-computer
Citrix VDA # ./XenDesktopVDASetup.exe /quiet /masterimage
installation # regedit

\HKEY_LOCAL_MACHINE\SOFTWARE\Citrix\VirtualDektopAgent\L
istOfDDCs to $AB001.domain (from Catalog)
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# net stop brokeragent
# net start brokeragent

S C:\Users\administrator.XAONOCI>
he Citrix Desktop Service service
he Citrix Desktop Service service

= C:-Users\adm1nisgratqr.XAONOCI>

he Citrix Desktop Service service
he Citrix Desktop Service service

net stop brokeragent
1s stopping.
was stopped successfully.

net start brokeragent
1s starting.
was started successfully.

PS C:\Users\administrator.XAONOCI> _

For Windows 10
only. Uncheck
Citrix AppDisk /
Personal vDisk

XenDesktop 7.15 LTSR Additionat

Additional Components

Publish
applications

Install applications

h.  XenApp and XenDesktop — Machine Catalog and Delivery Group on Citrix Cloud

CITRIX

Log in Citrix Cloud (www.cloud.com) to access XenApp and XenDesktop service and create server catalog and delivery group to
provision multiple VDA clients onto OCI.

XenApp and
XenDesktop
Service from
cloud.com

= Citrix Cloud

6

1 1 8

Library Offerings Resource Location Domain Notifications

[ View Library | [ Editor Add New [(Add New |

ces (4)

Smart Tool XenApp and XenDesktop Service

Manage  Manage

Citrix.com
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Host|ng overview VLT Monitor Oownloads
connection +») 2 8w
based Cloud
Connectors
resources and
SCVMM L B - o
omne S e | —
Network e peic
=
Add Hyper-V and AddComacionsod Resuren
networks to e —
Hosting s
connections oo rE
Storage Selection
sl
111

Create network

resources for the

Hosting
connections

Network

Name for these resources:

__Nu»«m resources

Select one or more networks for the virtual machnes 1o use:
= [ Neme .
External

ven0117061807

Back. Next Cancel
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Confirm Storage
and Network
resources for the
Hosting
connection

Studio

C4e s

Create Machine
Catalog: using
Citrix Machine
Creation Services
(MCS) with
Resources
created above

Summary

Connection type: Microsoft ® System Center Vietual Machine
Manager

Connection address: 02 xaocilocal
Connectan name ™2
Create wrtual machines with: Studio tools (Machine Creation Services)
Connection z0ne: o
Networks: Externalbypery.
Virtual machine O storage: Local storage on DCX7-OLxaoctlocal
Virtual machine personsi storage:  Local storage on DCX7-Olxsocidocal
Virtual machine temporary storage:  Local storage on DOX7-Olxsociocsl
Scopes: n

Domain Credentisls
Summary

Studio

€L L E

Studio Machine Management
This Machine Catalog wil use:
® Machines that are power managed (for example, wirtual machines or blade PCs)
¥ Machines that are not power managed (for example. physical machines)
Master image ® Citrix Machine Creation Senvices (MCS)
Virtual Machines Resources
Computer Accounts [701-res Zone: 0C3) -]

Citrix Provisioning Services (PVS)

Another sennce of technology
1am not using Citrx technology to manage my machines. | have existing machines
e

Summary
Machine type: Server 05
Machine management Vietust
Prowsonng method Machine creation services (MCS)
Resources ocznet
Master image name wsoo1
VDA version 79 (or newer)

Number of VMs to create:
Virtua! CPUS: 1
Memory (M8) 16000
Machine Catalog name:
App Server 2

Machine Catalog description for administrators: (Opt

[

To complete the deployment, assign this Machine Cataiog 10 & Delwery Group by selecting
Delivery Groups and then Create or Edit a Delvery Group.

Back = Cancel

Citrix.com
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CITRIX

Machine Catalog Setup
Studio Summary
Machine type Server 05

v Machune mansgement Vietoal
- Provaonng method Machine creation services (MCS)
i
= " Creating Catalog App Server 2... e

b— et
v .

Crested 1 of 2 virtusl machines.

Summary -

¥ide progress

Machine Catalog description for sdministrators: -t

To complete the depioyment assign this Machine Catalog 10 8 Delivery Group by selecting
Defvery Groups and then Create or E6it a Delivery Group.

) O (o

Create Delivery
Group

Studio Machines

osss U
Apphcatons
Desktop Assignment Rules
—
o -

Studio Summary

Machine Catalog: App Server 2
. s st
,‘ — el

Machnes added: XAONOCNOCI2001
v XAONOCNOCI2002
" -

- e
o o OP ccots

Folder for new applications:  Applications\
Launch in users home zone:  No

Delrvery Group name:

App Server 20G

Display name:

[Rop Server 206

Delvery Group description, used as label in Recesver (optional):

Back Fineh Cancel

Provisioned
Servers on Citrix
Cloud Delivery
Group under
View Machines

Citrix.com
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XenApp and XenDesktop Service

Citrix Cloud

Provisioned
Servers on
Hyper-V

g

[T

S

Contguns

Provisioned
Servers on
Hyper-V (cont.)

6. Administrator Experience

CiTRIX

Search results for ‘(Delivery Group Is “OCI Delivery Group")'

BMOCIWSO1..

BMOCIWSO1..
BMOCIWS02...
BMOCIWS02...

Machine Catal... | Deiivery Group | Maintenance..
OCI Machine...  OCI Delivery...  Off
OCl Machine...  OCI Delivery...  Off
OCI-02 Mach...  OCI Delivery.. Off
OCI-02 Mach...  OCI Delivery.. Off

[ Show all

~ Application Folders

(@ Applications

Name # | Description

= Command Prompt
Excel 2016

[ PowerPoint 2016
@ Publisher 2016
&) word 2016

Persist User C...
Discard
Discard
Discard
Discard

Power State
On
On
On
On

Source
Master Image
Master Image
Master Image
Master Image

Master Image

Registration S..
Registered
Registered
Registered

Registered

Session Count

)

State
Enabled
Enabled
Enabled
Enabled
Enabled

7. End-User Experience

XenDesktop

Apps
All(5)
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Citrix.com

Resources

PvD Deprecated for Windows 10 1511 or higher -
https://support.citrix.com/article/CTX232883

VDA Command Line Helper Tool -
https://www.citrix.com/blogs/2018/01/08/citrix-vda-commandline-helper-tool/

SCVMM 2016 system requirements
https://docs.microsoft.com/en-us/system-center/vmm/system-reqgs?view=sc-vmm-2016

Deploying Hyper-V with Routing (in OCI BM) -
https://cloud.oracle.com/opc/iaas/whitepapers/deploy-hyper-v-with-routing.pdf

Oracle Cloud Infrastructure Compute Instances -
https://cloud.oracle.com/en_US/infrastructure/compute/bare-metal/features

Citrix Scalability
https://www.citrix.com/blogs/2017/03/20/citrix-scalability-the-rule-of-5-and-10/

Login VSI Workloads
https://www.loginvsi.com/documentation/index.php?title=Login_VSI_Workloads
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Appendix 1. Hyper-V: Switching to External Network for SCVMM

Step 1: Add a new NIC
- Open Device Manager

- Right click on machine name and click ‘Add legacy hardware’

& Device Manager

File Action View Help
e mEm®

~ & DCX7-0
= | Scan for hardware changes

- Add legacy hardware
- UVU/CU-RUMI Unves

B Firmware
= Keyboards

0 Mice and other pointing devices
[ Monitors

I Network adapters

@ Ports (COM &LPT)

= Print queues

1 Processors

B Software devices

S Storage controllers

= System devices

i Universal Serial Bus controllers

Add a legacy (non Plug and Play) device to the computer.

- Click ‘Next’

Add Hardware

Welcome to the Add Hardware Wizard

This wizard helps you install driver software to support older
devices that do not support Plug-and-Play and which are not
automatically recognized by Windows.

You should only use this wizard if you are an advanced user or
you have been directed here by technical support.

A If your hardware came with an installation CD, it is
recommended that you click Cancel to close this wizard
and use the manufacturer’s CD to install this hardware.

To continue, click Next.
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Select ‘Install the hardware that | manually select from a list (Advanced)’ and click Next

Add Hardware

The wizard can help you install other hardware

The wizard can search for other hardware and automatically install it for you. Or, if you
know exactly which hardware model you want to install, you can select it from a list.

What do you want the wizard to do?

(O Search for and install the hardware automatically (Recommended)

(®) Install the hardware that | manually select from a list (Advanced)

Select ‘Network adapters’ and click Next
Add Hardware

From the list below, select the type of hardware you are installing

If you do not see the hardware category you want, click Show All Devices.

Common hardware types:

C_IMemory technology devices
H Miracast display devices
gModems

! Multi-port serial adapters
L IPCMCIA adapters

B Portable Devices

@ Ports (COM & LPT)

* i, POS Barcode Scanner

Citrix.com
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- Select ‘Microsoft’ and ‘Microsoft KM-TEST Loopback Adapter’ and then click Next

Add Hardware

Select the device driver you want to install for this hardware.

Select the manufacturer and model of your hardware device and then click Next. If you have a
@ disk that contains the driver you want to install, click Have Disk.

Manufacturer Model

Intel JMicrosoft Hyper-V Network Adapter
Intel Corporation 4 Microsoft IP-HTTPS Platform Adapter
Mellanox Technologies Ltd. 4/ Microsoft ISATAP Adapter

Microsoft & Microsoft KM-TEST Loopback Adapter

Y T U, R Y, " B A dnrebhns

This driver is digitally signed. Have Disk...

Tell me why driver signing is important

[ Net> || Cancel

- Click Next to start the install

Add Hardware

The wizard is ready to install your hardware

Hardware to install:

@ Microsoft KM-TEST Loopback Adapter

To start installing your new hardware, click Next.
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The device should now show up in device manager under Network adapters:

1.'! Device Manager
File Action View Help
@ | m Hm =

v M DCX7-01
» [ Computer
> Disk drives
> wa DVD/CD-ROM drives
» B Firmware
» E= Keyboards
) 0 Mice and other pointing devices
8 Monitors
v [ Network adapters
& Hyper-V Virtual Ethernet Adapter
[ Hyper-V Virtual Ethernet Adapter 2
I Hyper-V Virtual Ethernet Adapter #3
I? Microsoft KM-TEST Loopback Adapter
Wacle Dual Port 10Gb/25Gb SFP28 Cloud Ethernet Controller
[ Oracle Dual Port 10Gb/25Gb SFP28 Cloud Ethernet Controller #2
@ WAN Miniport (GRE)
? WAN Miniport (IKEv2)
& WAN Miniport (IP)
& WAN Miniport (IPv6)
& WAN Miniport (L2TP)
& WAN Miniport (Network Monitor)
& WAN Miniport (PPPOE)
@ WAN Miniport (PPTP)
& WAN Miniport (SSTP)
» §@ Ports (COM & LPT)

T3 Print nnenec

Step 2: Configure Virtual Switch
- In Hyper-V, create a new external switch on the Loopback Adapter. Keep all default settings.

Citrix.com 27



CITRIX

Citrix Virtual Apps and Desktops Machine Creation Service (MCS) Deployment on Oracle Cloud Infrastructure (OCl) Bare Metal
instances with Microsoft Hyper-V in Windows Server 2016 Data Center Edition | October 2, 2018

- Open Network and Sharing, and then click ‘Change Adapter Settings’

& Network Connections [m]

] Search Network Connections »p

- - O @

4 & > Control Panel > Network and Internet > Network Connections

Organize ~
:- Ethernet Ethernet 2 ExternalPrivate
. xaocilocal Enabled Unidentified network
W~ Oracle Dual Port 10Gb/25Gb SFP2.. 4 7 Microsoft KM-TEST Loopback Ad...

vEthernet (ExternalHyperV) vEthernet (Internal)

:- vEthernet (External)
o xaociloca . xaocilocal Unidentified network

== Hyper-V Virtual Ethernet Adapter

6 items

Open the IPv4 settings for the internal switch. Record the current IP address, as we will need that for the new switch,

then disable the internal switch.
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- Open the IPv4 settings for the new external switch. Set the IP address to the address used by the internal switch, and the
network mask to 255.255.255.0. Save the configuration

[

e

/v & > Control Panel > Network and Internet > Network Connections v | | Search Network Connections P

Qrozniza s Dizablathic aatuads davica Disanaca thic cannactian Rename this connection  » = - [ 0
w

ExternalPrivate

Unidentified network

Microsoft KM-TEST Loopback Ad...

{
‘ Networking = Sharing
[t 10Gb/25Gb SFP2...

Cq -
‘ Internet Protocol Version 4 (TCP/IPv4) Properties x HyperV) vEthernet (Internal)
Unidentified network

Hyper-V Virtual Ethernet Adapter ...

G |
enera ernet Adapter ..
TH  You can get IP settings assigned automatically if your network
supports this capability. Otherwise, you need to ask your network
administrator for the appropriate IF settings.

Il aliral

() Obtain an IP address automatically

1

(@) Use the following IP address:

O

§ IP address: 102 .168 . 111 . 3
<

0 Obtain DNS server address automatically

@ Use the following DNS server addresses

Preferred DNS server:

R — ]

[validate settings upon exit Advanced...

6 items Cancel i== =]
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Step 3: Change networks
- In Hyper-V, shut down all running VMs.
- For each VM:
O Right click VM name and click ‘Settings...”
[ Hyper-v Manager

File Action View Help

LX ARl 7 Mo
B8 Hyper-V Manager -
a DCX7-01 Virtual Machines
Name State CPU Usage Assigned Memory Uptime Status Configu
B emociwsoioon Running 0% 64000 MB 3.18:03:51 80
B emociwsoio02 Running 0% 64000 MB 3.18:01:56 80
E GVM16 Running 0% 64000 MB 3.18:28:56 80
hvnat 1 Running 0% 4196 MB 3.23.40:27 8.0
1o cooo 4196 MB 3.23:40:38
Connect...
Settings...
Tum Off...
Shut Down...
Save
Pause
Reset
Checkpoint
Move...
Export...
Rename...
< Enable Replication... =
Check Help -
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O Select the network adapter that is currently set to Internal and switch it to the new External

Boot from File

# [ Processor
1 Virtual processor
= &l scsI Controller
[# o Hard Drive
hvrouter 1.vhdx
DVD Drive
None
U Network Adapter
Externa
l,ﬁ Network Adapter
ExternalHyperV

X Management

m Name
hvrouter1

u Integr

D:\Hyper-V
5 Automatic Start Action

Restart Iy
ff Automatic Stop Action

R

Y

& Smart Paging File Location

running

Virtual switch:
ExternalHyperV v
VLAN ID
[[] Enable virtual LAN identification

~N

Bandwidth Management
[] Enable bandwidth management

To remove the network adapter from this virtual machine, dick Remove.

o Apply changes and close the window.

Step 4: Test!

Citrix.com

Power on the VMs.

Ej Settings for hvrouter1 on DCX7-01 = X
hvrouterl vid4 PO
2 Hardware U Network Adapter
r Add Hardware
B Frmware Specify the configuration of the network adapter or remove the network adapter.,

CITRIX

For guest VMs other than hvnat and hvrouter, you may need to renew the IP addresses. In a PowerShell window, type

ipconfig /renew

All connections should remain intact, but the NIC is now external
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